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1. PRINCIPLED SYSTEMS THINKING
Among the four “radical” proposals I ventured in my

article, the last one—promoting kidstograms—is endorsed
universally by the discussants, with the first one—doubling
the variance—receiving the most criticisms. I value both
kinds of feedback, because they enrich my understanding of
the challenges and opportunities our profession faces, and
I am deeply grateful to all discussants for their inspiring
and candid comments. Clearly we all recognize the posi-
tive impact of an earlier or the earliest statistical educa-
tion, from producing maturer and wiser citizens to build-
ing adroiter and astuter leaders for the digital age. It is
particularly heartwarming to receive strong endorsements
from Christine Franklin, an eminent leader in K-12 statisti-
cal education, and from Erik Kolaczyk, a pioneer in reform-
ing statistical practicums at the graduate level. Franklin’s
thought-provoking list of questions is also action-prompting,
but to address them fully would take generations of effort,
because they will require institutional change, as emphasized
by Wasserstein, Schirm, and Lazar (WSL). However, this is
the very reason that we need to act as urgently as possi-
ble, especially for the aims of broad data science education,
while the data science is still young but rapidly evolving, as
Kolaczyk reminds all of us. Developing a native appreciation
of variations is the first essential step in cultivating life-long
habits of statistical thinking, just as learning a dialect in a
native environment has lasting impact on one’s everlasting
fluency in that language.

Kolaczyk’s mantra that “Theory informs principle; prin-
ciple informs practice” constructs the missing bridge and
archway for the usual emphasis on training students with
both theoretical insights and practical skills. My proposal on
principled corner cutting (PC2) necessarily predicates on a
good appreciation of the required principles, without which
insights and skills do not automatically translate into sta-
tistical adroitness, astuteness or data acumen [12]. Whereas
insights and skills can be developed well asynchronously,
adroitness, astuteness and acumen all require principled sys-
tems thinking [8, 28], which is critical for making sensible
trade-offs or more generally for handling wicked problems
[5]. Systems thinking refers to contemplation—factually or
✩Main article: https://doi.org/10.51387/22-NEJSDS6.

counter-factually—and appreciation for how components of
a complex system (problem) and their individual consid-
erations (solutions) may interact with each other, and the
overall consequences of these interactions on the internal
stability and external impact of the system (the overall solu-
tion). Principled systems thinking invokes domain principles
to guild this contemplation, investigates the incompatibility
among such principles, and ultimately establishes overarch-
ing principles for sustaining a system or solution.

Virtually all systems and problems involving humans are
complex, perhaps a sine qua non consequence of humans’
emotionally-infused intelligence (which defeats machines’
imitation so far and perhaps forever [15]). The increasingly
debated issue of concomitantly preserving data privacy and
utility is just one example of many. While it illustrates the
criticality of principled systems thinking for the broader
data science, allow me to briefly digress before invoking sta-
tistical systems thinking in responding to various criticisms
from the discussants. We humans are insatiable consumers
of information and data collected from fellow homo sapiens,
whether we admit or realize it or not. Yet we rarely would
be willing to supply the same for others’ benefit, and for
good reasons; personal information in the wrong hands can
do much harm. This differential attitude towards the infor-
mation demand and supply can be only more salient as the
world becomes increasingly digital. However, it is impossible
to retain both information and privacy to our desired levels
respectively as a consumer and supplier, and indeed this im-
possibility can be proved mathematically [14]. Compromises
have to be made.

But how, and by whom? Statisticians are trained to ex-
tract as much information as possible from data, whereas
computer scientists have pioneered many methods for data
security and privacy, perhaps the most widely known of
which is differential privacy [9, 10]. A key quantity in im-
plementing differential privacy is ε, known as the (log of)
privacy loss budget, governing the amount of noise to be
injected into the data for privacy protection. But how large
or small ε should be is not a question that can be handled
by statistical or computer science principles alone or even
together. As an example, what is the appropriate value ε
for the United States census is a question for collective con-
templation by its users and stakeholders. Principled systems
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thinking, for which statistical systems thinking is an integral
part, is indispensible to make headway for such complex,
large, and on-going issues; see the special issue in Harvard
Data Science Review on differential privacy for the 2020 US
census, introduced by a thought-provoking editorial [11].

2. PRACTICING STATISTICAL SYSTEMS
THINKING ...

In general, without principled systems thinking, the more
wicked the problem, the more likely we succumb to strate-
gies producing only Pyrrhic victories or instant gratifica-
tions. Wicked problems are wicked because they don’t have
right or wrong answers, but only better or worse answers,
which themselves change over time. Worse, whenever a
seemingly satisfactory solution is found to address a part
of a challenge, it creates new problems for some other parts.
Controlling a pandemic by strictly enforcing quarantine may
be a better strategy than encouraging self-quarantine during
a pandemic peak, but it can unduly create many hardships
and damages otherwise. Indeed damages can be most severe
especially when the strict enforcement is perceived as the
best overall strategy, because then its enforcement inhibits
concerns with other hardships.

My contemplation of variance-doubling proposal as a way
to control false positive is nothing comparable to that for
controlling a pandemic. Nevertheless, controlling pandemic
reminded me of the need of systems thinking for dealing
with one of the wickedest problems for academic researchers:
control the misuse and abuse of a popular method. A con-
sumer product can become popular for a host of reasons,
but the most common ones appear to be that it meets a fre-
quent demand, and that it is economical. The popularity of
a statistical method follows a similar pattern, where being
economical is with respect to users’ time and mental in-
vestments. All statistical methods come with assumptions,
explicit, subtle, or even deliberately hidden. However, the
most critical but almost never stated assumption is that it
will be used in “the right hands”. To define precisely “the
right hands” may require more hands than we can handle
for covering a series of rabbit holes. But it should be clear
that in general a method cannot be labelled as being pop-
ular if it is used only by “the right hands”. Therefore, it is
expected that the users of a popular method come with a
diversity in competency, and some misuses are inevitable.

However, when misuses and abuses become pervasive, de-
spite all the efforts to reduce them, it signals an underlying
incentivizing cause. For cases where variance-doubling can
make a difference, I believe it is the substantial asymmetry
in our reward systems, which incentivizes false positive far
more frequently than false negative [21]. For example, iden-
tifying a disease-causing gene typically takes substantial ef-
fort, time, and resources, and often there is a race among
different teams for being the original discoverer; indeed, for
genetics studies in general, the race could be so intense that

the phrase “gene wars” has been used [6]. Hence a research
team would be more likely to risk a premature announce-
ment than losing the priority by conducting a thorough in-
vestigation. If the finding ends up being a false positive,
well, it is just one of many and we could, as we usually do,
all excuse false empirical studies since they never come with
guarantees. Other than obvious disappointments and pos-
sible reputation reduction if a team consistently produces
false positive results, few punitive measures exist. However,
if the announcement turns out to be correct, then the re-
wards can be bountiful: fame, funding, followers, etc. Why
wouldn’t an investor prefer a stock with little chance of go-
ing down?

Considering this overall need of greatly reducing false
positive in practice by investigators from all walks of scien-
tific inquires and with all levels of statistical competences, I
believed that the simple adjustment by doubling one’s vari-
ance estimates has a better chance to be adopted and make
a net-positive overall difference than more sophisticated and
tailored strategies (which of course should be adopted when-
ever available, such as those derived from the elegant math-
ematical bounds discussed by Dennis Lin). Whereas any
sweeping assertion has the danger of being naive or counter-
productive, the practical equivalence between doubling the
variance and the proposal of raising the standard for statis-
tical significance to α = 0.005 by [1] provides some empirical
evidence for such a belief. As [1] reported, in two empirical
studies, changing α = 0.05 to α = 0.005 resulted in approx-
imately doubling the rates for replicating reported signif-
icant experimental results. (Convincing scientific evidences
of course require more than n = 2; these studies merely raise
the awareness of the sizable potential of variance-doubling.)

3. ... BUT I NEED MORE PRACTICE
However, reading the criticisms and concerns from discus-

sants Thomas Junk, Dennis Lin, and WSL, made it clearer
that my overall arguments for doubling the variance are un-
convincing (or the discussants disagree with the premise
that false positive occurs far more frequently in practice
than false negative). For specific applications, I agree with
all the cautions regarding its complications and negative
consequences, except for the concern that variance doubling
can lead to implausible confidence intervals, because such
occurrences should serve as a reminder of the inappropriate
constructions of the confidence intervals in the first place.1
For systems thinking, the discussants’ criticisms reveal sev-
eral issues that I overlooked or did not think through. I’m
1For example, a confidence interval for voting percentage p can go out-
side the unit interval because of the common but inappropriate practice
of applying a normal approximation directly to p̂ when one should use
a normal approximation to its logit transformation λ̂ = log(p̂/(1− p̂)),
which typically yields a more accurate normal approximation. Dou-
bling the variance for λ̂ will not lead to implausible values for p, since
any confidence interval for p obtained by converting a confidence in-
terval for λ is mathematically constrained to be in [0, 1].
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therefore grateful to the opportunity to rethink, though by
no means that I’d get everything right this time or ever, as
my judgments are necessarily limited by my experiences and
knowledge.

First, I did not explicate that “double your variance”
should really be “double your variance estimate” or more
precisely “double your uncertainty assessment.” There is of
course no reason to double a theoretical variance when it
captures the correct uncertainty assessment, even just ap-
proximately. The doubling strategy is designed to combat
the common tendency of under-assessing uncertainty, which
occurs for a host of reasons. As I emphasized in the arti-
cle, doubling the variance is about increasing the chance
of quality control and keeping our promises. In most if not
all applications, uncertainty assessments necessarily involve
statistical asymptotics (e.g., via a large-sample approxima-
tion), estimation errors (e.g., via bootstrap), or numerical
approximations (e.g., by a Monte Carlo integration), not
to mention all other sources of uncertainties that are not
captured by the variance (e.g., selection bias in the data
collections, and model uncertainty). To increase the chance
that our final uncertainty estimate delivered in any partic-
ular study is at least what it should be (e.g., leading to the
appropriate confidence coverage as declared), doubling the
variance is in the right direction but it may still be far from
rendering the needed correction. For example, several recent
studies show the effective sample sizes of some “big data”
are in the range of 0.02% to 0.1% of the reported data sizes
[23, 4, 3], which implies that the corrective multipliers range
from

√
1/0.001 ≈ 32 to

√
1/0.0002 ≈ 71, far exceeding the

proposed 2. Therefore doubling the variance should not be
equated as being conservative. Nevertheless, WSL’s several
questions on losing power, and proper balancing Type-I and
Type-II errors trade-offs certainly should be asked whenever
we prioritize on controlling false positive, regardless whether
or not doubling the variance estimate is involved.

Second, my premise that there are far more false pos-
itive findings than false negative ones focuses on compar-
ing frequencies of their occurrences, not their consequences.
This narrow focus weakens my arguments, even if my judg-
ment is correct. This weakness is captured by WSL’s tough
question about the statistical and ethical principles to guide
the considerations of consequences of false negatives. It will
be the case that for some sub-systems (e.g., studies of a
particular type of diseases), the false negative is more con-
sequential than false positive, for which of course doubling
the variance can do harm. However, in such cases, we should
reconsider our conventional strategy—and the correspond-
ing promise—of first controlling false positive (Type I error),
and then minimizing false negative (Type II error). The mat-
ter is again a wicked one when we seek general guidelines,
such as on setting α. On the one hand, we need to be adap-
tive, or “fit for purposes”, as WSL noted. However, the prac-
tice of adaption could be abused into “α-hacking” (which of
course has already happened even with only two common

choices α = 0.01 and α = 0.05). For those who do not inten-
tionally engage in α-hacking, the general advice is to be as
transparent as possible, always reporting the results as well
as the (thinking) process of arriving at them. Such guide-
lines, however, will have little effect on those who knowingly
engage in p-hacking or α-hacking. A further systems think-
ing would require us to contemplate if the increased false
negative rates can collectively do more damage to science
and society than maintaining the current levels of false posi-
tive rates. These are dizzily difficult contemplations, starting
from conceptualizing sagacious metrics for such a compar-
ison. Nevertheless, given the practical equivalence between
doubling the variance and changing the significance stan-
dard to α = 0.005, all the responses to potential objections
given in [1] are essentially applicable here.

Third, physicist Thomas Junk’s point that “In many
fields of study, it is impossible to determine in advance
whether a result will be the ‘last’ one in a chain of rea-
soning, or if it will be used as input to another study” high-
lights further the kind of systems thinking that we statisti-
cian should engage ourselves in more. I certainly failed on
this point until I was reminded by Junk’s discussion, which
I highly recommend readers to dive in because it brims with
food for thought. How could I have missed this seemingly
obvious point: any output of a study can be used as an in-
put for a future study? This oversight is particularly ironic
for me since I have been promoting the idea of multi-phase
inference, which explicitly recognizes that the output of an
earlier phase is an input for the next [19, 2, 22]. Could this be
a simple glitch of an aging mind, or something that requires
deeper troubleshooting?

4. TAKING A LEAD IN DATA (SCIENCE)
CONFESSION

Retrospectively, I believe my contemplation of the pros
and cons of the variance-doubling strategy was precondi-
tioned by two subconscious streams, one pardonable but the
other more troublesome. As primarily a methodological and
theoretical (but not mathematical) statistician, my “field of
study” focuses significantly more on methodological breadth
and theoretical depth than “a chain of reasoning” as scien-
tists would engage themselves in for substantive investiga-
tions, especially those of large-scale and fundamental nature.
As such, when I was emphasizing final confidence interval or
p-value in Section 2.4 of the article, I was clearly not habitu-
ated to consider serial studies for addressing an overarching
scientific goal or a large societal need, such as searching for
fundamental particles or reducing global poverty, for which
the notion of final result/solution would be considered hope-
lessly naive, even though we all hope for them.

This difference in emphases and mind framing itself is ex-
pected from the perspective of disciplinary division of labors,
and arguably it is even healthy. As WSL emphasized, gen-
uine replications of a single study is rare in practice (even if
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we do not insist on the necessary differences, such as tem-
poral and idiosyncratic variations). But to answer WSL’s
question on the meaning of confidence coverage or error rate
for any particular study, by observing quality delivery of a
procedure for a variety of studies, we gain confidence in its
performance in each single one, but with the awareness that
our confidence can be misplaced in any single instance. In-
evitably such confidence transference requires some degree
of leap of faith, which turns out to be a necessary part of
any statistical inferential paradigm, as discussed in [7]. This
notion of transferring confidence from a collection to a sin-
gle instance—known as transitional inference—was used by
philosophers as early as Galen of Roman empire, as dis-
cussed in [17], in the context of accumulating evidence for
assessing the effectiveness of individualized treatments. In-
deed this is how we humans make judgments in our daily
lives, where we can entertain genuine replications such as
Groundhog Day (1993) only in Hollywood style. This eval-
uative perspective also applies to Bayesian procedures, as
their operating characteristics can be evaluated pragmati-
cally only by assessing their performances over many differ-
ent studies [29]. Nevertheless, as much as this multitudinous
perspective is necessary for a tool-providing discipline like
statistics, it apparently created a blind spot in my contem-
plation of the applicability of the variance-doubling strategy,
treating each study in isolation and forgetting the sequential
nature of many studies in human inquires.

This blind spot was enlarged by a second preconditioning,
which is more pervasive, because it is a form of confirmation
bias. Once I convinced myself that variance-doubling is gen-
erally beneficial, my contemplation moved from assessing to
communicating its advantages. Whereas this is a common
practice, it also comes with a common pitfall – our minds
are preconditioned then to ignore inconvenient truths, or at
least to avoid seeking them. The notion of doubling only
the final variance was a critical one in convincing others
(and myself), and hence anything challenging it would be-
come rather inconvenient. Of course, once an inconvenience
is identified, then any responsible researchers will address it.
But it is a different matter whether one actively seeks such
inconvenience, as a way to stress-test one’s idea or methods.
I often initiate such stress-tests when I argue with others,
but I clearly had failed to argue with myself in this instance.

I am therefore grateful to Junk for reminding me of my
oversight, and with examples. Junk is clearly right that dou-
bling the variance does not guarantee the right answer, be-
cause the resulting estimate can be too small or too large in
itself. Furthermore, when it is applied to an already (approx-
imately) correct assessment, then it obviously will mislead
the subsequent studies. The more interesting cases are those
common ones where we have under-assessed an uncertainty
for a variety of reasons, and hence variance doubling is in the
right direction for that assessment. But does this imply that
it is also in the right direction for any subsequent analysis
that relies on this assessment? Would the subsequent anal-
ysis err in the same direction when the variance doubling

under-corrects or over-corrects? As the example in [13] in-
dicates, here our intuition can easily mislead us if we do
not stress-test ourselves, because variation propagation un-
der non-linear relationships defies simple summative rules,
even approximately.

Junk’s caution therefore is spot on. Nevertheless, it is
not necessarily a call to ignore the variance-doubling ad-
justment, but rather a call for clear documentation of the
procedure applied, a practice should be followed in any sci-
entific study. I accept Junk’s criticism that my article didn’t
provide a well-defined line between applying and not apply-
ing the variance-doubling strategy when the variance is not
“final”. I must confess that I still don’t—or will ever—have
one. However, after much contemplation and considering the
wickedness of the problem as previously discussed, I’d still
recommend doubling one’s variance estimate unless one has
little doubt that it does not under-assess, and then explic-
itly stating the use of the doubling strategy. Even if sub-
sequent analysts are unable to undo this doubling adjust-
ment, they will be properly informed of the uncertainties in
the previous uncertainty assessments, since otherwise there
would be no need for invoking any adjustment. This aware-
ness can provide some resistance to our general tendency
of rushing to conclusions, whether being preconditioned or
incentivized.

Recently, I coined the term “data confession” [26] to en-
courage more disclosures in research publications about de-
fects in data conceptualization, collection or pre-processing,
as another component in enhancing the replicability and ul-
timately the reliability of published scientific studies, since
data quality matters far more than data quantity [23, 4, 27,
3]. The retrospective introspection summarized above sug-
gests a more general data science confession (DSC) in our
publications, where we can benefit from each others’ mis-
takes and lessons learned, especially how we reason with our-
selves, where we can engage in a pure intellectual dialogue
without being distracted by suspicions of impure motiva-
tions. I therefore appreciate the editors’ patience and flexi-
bility in giving me sufficient time (and space) to go through
and document this retrospective introspection. I certainly
hope other journals will follow the lead of NEJSDS in en-
couraging, or at least permitting, such data science confes-
sions. I use the term DSC instead of statistical confession
to avoid suggesting that statistics is the same as data sci-
ence, which is a much broader ecosystem [24]; indeed, the
same consideration led to the journal title NEJSDS with
SDS abbreviating “Statistics in Data Science” instead of
“Statistics and Data Science.”2 Rather, I see even more a
need for self-disclosing defects, mistakes, and oversights in
the broader data science community, and statisticians, being
a vital part of this community, can and should lead.

2I was given the honor to serve as the founding president of NESS,
and hence the opportunity to suggest its journal title.
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5. IT IS ALL ABOUT “QUALITY AT EVERY
STEP”

Much of this rejoinder has been devoted to the variance-
doubling issue because the discussants’ criticisms has en-
couraged me to explore further the need of systems think-
ing [25] and of data confession [26]. However, both notions’
raison d’être is quality enhancement in everything we do.
This emphasis on quality is shared by all discussants, from
Franklin’s call on enhancing training on problem solving
to include quality control, to Lin’s emphasis on moving
from “validity of inference” to “quality of inference”, and to
Junk’s stress to improve the quality of statistical analyses
rather than merely adjusting the labeling after the fact. In-
deed, Lin reminded us that the quality control should start
earlier, that is, at the data collection stage, “addressing the
problem before analysis even began.” Although this was not
a topic for my panel presentation in 2017 and hence it was
not included in the article, it has been a central topic of
my research since [22], which led to the proposal of “data
minding” [26]. The main finding, as reported in [23], sup-
ports Lin’s emphasis to its core—data quality matters far
more than data quantity. In particular, if we fail to take
into account the data quality, then we may become victims
of the big data paradox: the bigger the data, the surer we
fool ourselves because of the misleadingly narrower confi-
dence interval centered at a biased estimator. Such lessons
and pertaining principles should and can be taught to pre-
college students without much mathematics or technical jar-
gon beyond the most basic statistical terms such as mean,
variance, and correlations, but with engaging and effectual
case studies, e.g., the vaccination surveys investigated in [4].
This will help to enhance our teaching on data quality, as
Junk stressed. It can also help to improve the quality of our
data science teaching, because it reflects Kolaczyk’s mantra
on bridging theory and practice with principles.

Although WSL’s ATOMIC is not a bombshell among this
group of discussions, its composing principles summarized
well the essences of my proposals, collectively emphasizing
“quality at every step” to enhance replicability and relia-
bility of scientific studies. WSL’s accentuation on “quality
requires transparency” underscores precisely the aforemen-
tioned confessions. Furthermore, I agree with Junk that a
well-kept research dairy is important, not just for trans-
parency and keeping others informed, but also for reducing
our research mistakes or inefficiency. I’m also very pleased to
see Junk’s and WSL’s strong endorsement of the proposed
quality introspection list. I wholeheartedly agree with Junk
that the list should be considered before starting a study
(and regret that I failed to emphasize this point in the first
place), not merely after, because by then it could just be a
postmortem checklist, to paraphrase R. A. Fisher’s famous
quote on consulting statisticians after an experiment.3

3“To consult the statistician after an experiment is finished is often
merely to ask him to conduct a postmortem examination. He can per-

Ultimately, quality at every step requires institutional
changes (IC), and hence I’m delighted to see that WSL has
enhanced their ATOM to ATOMIC. Change is hard, and
institutional change is particularly hard, even just in our
contemplation. My salary-reduction imaginary—to borrow
a (philosophical) term from [16]—evidently has generated
some uneasy feelings. These are expected, because the imag-
inary was designed to be a provocative thought experiment
to push us to think harder about more realistic incentives
for autonomous quality controls. Nevertheless, I fully accept
Lin’s criticism that my proposal would be far more forceful
if it came with practical schemes that “can incentivize self-
quality controls in intuitions.” Here is another confession:
I did try, but to paraphrase the concluding line of Peter
McCullagh’s discussion4 of [18], the parts of my ideas that
are practical are not new, and the parts that are new are
not practical. Indeed, there are also a number of questions,
especially those posted by WSL, for which I do not have
anything intelligent to add to the existent literature.

6. WHAT’S RADICAL TODAY MAY BE
OPTIMALLY RATIONAL TOMORROW

Of course, it would be rather depressing to end my re-
joinder with merely confessions. I’m therefore grateful to
Lin for questioning the absence of any discussion in my ar-
ticle about the value of the peer review process for ensuring
quality of research. This is because improving peer review
processes is a great example of how institutional changes can
be achieved by collective and persistent effort,5 considering
the significantly reduced review time compared to when I
started my statistical career—I was one of many who were
frightened by review processes that could take more than a
year to provide merely the initial review [20]. But more ex-
citingly, Lin’s question reminded me of a recent proposal by
an innovative young scholar, who used statistical insights to
design an apparently radical scheme to address an unprece-
dented challenge and threat to review quality created by
the rapid evolution of the data science itself, providing an
inspiring demonstration of how future generations can and
will necessarily do better than their predecessors.

The unprecedented challenge is vividly highlighted by the
fact that NeurIPS 2020, a machine learning conference, re-
ceived nearly 9500 submissions. An apparent reason for such
staggering numbers is that there are increasingly more pro-
lific researchers or research teams in data science. For ex-
ample, it was reported that for ICLR 2020, there were 133
authors whose names appeared on at least five submissions,

haps say what the experiment died of.” (Fisher, First Session of the
Indian Statistical Conference, Calcutta, 1938).
4See page 35 of [18], where McCullagh wrote, “In the discussion of
foundational matters, however, the parts of the paper that are true
are not new, and parts that are new are not true.”
5See, for example, the panel discussion summarized in [30] and the
special issue of IMS Bulletin on improving the review process, available
at https://imstat.org/wp-content/uploads/Bulletin37_2.pdf.

https://imstat.org/wp-content/uploads/Bulletin37_2.pdf
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with the highest number being thirty two. How can we en-
sure review quality when the number of available qualified
reviewers is much smaller than the number of submissions?6

A recent proposal by Weijie Su [31] comes with an appar-
ently radical title “You are the best reviewer of your own
papers ...”. However, the theoretical results justifying the
proposal [32] establish that when authors submit multiple
articles, it is in the authors’ interest to report their hon-
est ranking of their submissions in order to maximize their
expected utility under the proposed owner-assisted scoring
system. This scheme optimally projects the external review-
ers’ scores to the space that obeys authors’ self-ranking, and
such projected scores are guaranteed to be more accurate
estimates of the underlying true scores than the external re-
viewers’ scores. In other words, an apparently extreme radi-
cal idea by conventional wisdom regarding peer review (how
could one involve authors in reviewing their own submis-
sions?) provides an optimally rational strategy to address
new challenges. Whereas the optimality results are (neces-
sarily) established under several assumptions, all of which
can be questioned, it is a great demonstration of how chal-
lenges can yield innovation, and how previous unthinkable
or unacceptable mechanisms can become optimal strategies
with fresh thinking.

Making institutional or system changes is often a frus-
trating experience, and dealing with wicked problems can
be downright depressing. Yet such changes are necessary
for every generation. It is therefore fitting to conclude this
rejoinder by showcasing that what’s radical today may be
optimally rational tomorrow. Indeed, NEJSDS ’s two-track
review system permitting an author-led track, building on
another young-scholar driven radical experiment (https://
researchers.one), indicates that tomorrow may come sooner
than we realize.

Accepted 7 September 2022
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